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What is Semantics




HUman Processin

g of Language

The language model proposed by Wernicke-Geschwind divides language into two functions: Perception and

speech.

e The words heard and read are processed in
different places in the brain, but the
decoding and perception processes are
performed in the same place.

e Different parts of the brain are responsible
for speech. The heard words are transmitted
to the auditory cortex of the brain through
the ear canals, and then the meaning of the
sounds is formed in the Wernicke Region.
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* A word is derived in every language to meet an
object, emotion and movement.

?Indicator
4 LY

L4

L4

* Infact, people with different languages think and
perceive the same thing, but they oppose and
vocalize a different word.

e A Turkish, an English and a French bird are visualizing
the object in their mind. He refers to the object he
envisions as Turkish kus, English bird and French
I'oiseau. Linguists call the source of the concept as
indicator, the word as symbol or as sign.

e Birthis indicator
e Contex is a flying animal

*  Word is kus or bird or l'oiseau



Vocabulary

Word classes Numbers
When the Turkish Dictionary of TDK is examined, the o—
number of words in Turkish vocabulary according to their
classes can be seen as given in Table. Adjective
Verb
. C Adverb
* It can be said that the vocabulary of Turkish is small
compared to the vocabulary of English. Exclamation
* Turkish is an agglutinative language and new words Pronoun
c§n ‘be derived by adding suffixes to the words in the Conjection
dictionary.

Preposition

e Studies show that a Turkish word has an average of
2.86 suffixes. Auxiliary verb

* A word has an average of 3.53 meanings. Total




The concept formed by an object in the human
brain can be considered the same for everyone,
but the word corresponding to this object
varies from language to language.

Based on this idea, objects were tried to be
classified. As a result of such a classification, it
will be possible to see which words correspond
to a concept in different languages.

A simple example of classification is shown in
the form of a syntax tree.

Every object we see around us is an element of
a class. Each class is an element of a superclass.
This hierarchical relationship continues up to
the main concept.

€oncept and Concept Area

Creatures

) N\

Microscopic
creatures

Animals Mushrooms Plants

N

Invertebrates Vertebrates

Reptiles Frogs Fishes Birds Mammals

Tabby Trout Sea bass Carp Turbot



ord Meaning Classes




Some Defination




Semantics

The title of a news article published in
a newspaper.

(Bridgers gathers in Istanbul)




What is Semantics

Semantics focuses on the meanings of words, phrases and sentences in the language.

NLP reveals the possible meanings of a word by itself, then tries to find the meaning
of this word in the text it is in. This work is called /exical disambiguation.

NLP reveals the possible meanings of a phrase then tries to find the meaning of this
phrase depending on the text it is in. This work is called the phrase disambiguation.

A sentence reveals its possible meanings. Then NLP tries to find the meaning of this
sentence in the text. This work is called the sentence disambiguation.

NLP reveals possible meanings of a text, then it tries to find the meaning of this text
in context. This work is called text disambiguation.
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Homonymy

Homonymy is one of a group of words that share the same spelling and
the same pronunciation but have different meanings

Homonym Same Same Different
Homograph Same Same or different Different
Homophone Same or different Same Different
Heteronym Same Different Different

Heterograph Different Same Different

Homonym

left (opposite of right) Heteronym

left (past tense of leave) bow (the front of a ship)
Homograph bow (a ranged weapon)

bear (animal) Heterograph

bear (carry) to
Homophone too

write two

right




ems of Homonymy in NLP




Polysemy

Polysemy is a word or phrase with multiple, related meanings.

Verbs
I'll get the drinks (take)
She got scared (become)
I've got three dollars (have)

| get it (understand)

Nouns
The school is in Murray Street (the building).

The boys love their school (the institution).

The school will visit the old age home (the pupils).
Working abroad is a hard school for anyone (opportunity for learning).
The ABC School of Linguistics...(Proper name).
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Synonymy - |

Synonymy are different words with identical or at least similar meanings.

baby and infant (noun)
buy and purchase (verb) Two lexemes are synonymes if they can be
successfully substituted for each other in
all situations. If so they have the same
propositional meaning.

sick and ill (adjective)
on and upon (preposition)

freedom and liberty (noun)

Synonymy is a relation between senses rather than words:

It is really a large car.
It is a big car

He is older brother.
He is bigger brother.

He is a high boy.
He is a tall boy.




Antonymy <

Antonymy are different words with opposite meanings.

hot and cold
fat and skinny
up and down

Antonyms can also be defined a binary opposition or at opposite ends of a scale:

long vs short

fast vs slow




ponymy and Hypernymy

Hyponym of another if the first sense is more .
specific, denoting a subclass of the other vehicle car

animal cat

fruit banana

car is a hyponym of vehicle

_ ) vessel boat
cat is a hyponym of animal

f ind surf
banana is a hyponym of fruit sur wina sur

tree pine

vegetable eggplant

Conversely

vehicle is a hypernym (superordinate) of car

animal is a hypernym of cat

fruit is a hypernym of banana
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“Analysis of Meaning

e By starting from the idea that a sentence consists of words, it can be thought that the meaning of the
sentence can be formed by combining the meanings of these words.

e But this reasoning is both right and wrong. When we look up the meaning of a word in the dictionary,
we see that it has more than one meaning.

* |Inastudy conducted on Turkish, it was seen that a Turkish word has an average of 3.53 meanings.

Lexicon and Semantic Relation

* One of the methods followed to extract the meaning of a sentence is to convert the sentences into
first order logic representation.

* This process is also called logical analysis. In a sense, this process is the literal analysis of the meaning
of a sentence. Therefore, it is meaning-free and cannot be inferred.

[ > Syntaxanalysis > /\ [ > Semantic analysis [~ >

AD

@
o
c
Q
—
c
Q
w

Syntax parsing tree
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Alp pahal lokantalar begenir.

1) Prop  Alp {Alp}

2) Adj  Pahali {Ax.Pahali(x)}

3) Nome Lokanta {Ax.Lokanta(x)}

4) Verb  Begenir { AMf.Ay.Vx f(x) > Begenir (y,x)}

Prop  Adjx

Alp pahal lokantalan begenir.

1) NP1  Prop {Prop.mn}

2) NP2  Adj Nome {Ax. Adj.mn(x) A Nome.mn(x)}
Here:

NP1: Alp

NP2: Ax. pahali(x) A Lokanta(x)

T

/\Eé

AG, /\
AQ, Eyl

Ozl Bel Ad

Alp  pahah lokantalar begenir.

Alp pahali lokantalari begenir.

" Logical Analysis

Prop.  Adj

Alp  pahal lokantalar begenir.

VP NP Verb {Verb.anl(NP.mn)}

VP: Ay.Vx Pahali(x) A Lokanta(x) > Begenir(y,x)

Prop Adj

Alp pahal lokantalan begenir.

S NP VP {VP.anl(NP.mn)}
Here

T: V x Lokanta (x) A Pahali(x) > Begenir(Alp, x)



E—— Wordnet <

A hierarchically organized lexical database
On-line thesaurus + aspects of a dictionary

Category Unique Forms
Noun 117,097

Verb 11,488
Adjective 22,141

Adverb 4,601



http://www.cogsci.princeton.edu/cgi-bin/webwn

onc

ept Used in Wordnet <

Concept
Hyperonym
Hyponym
Holo Part
Mero Part
Holo Member
Mero Member
Holo Portion

Near Antonym

Concept
Mero Portion
Subevent

Is Event of

Causes

Is Caused By

Be in State
State of

Near Synonym




Bfmat of Wordnet Entries

The noun “bass” has 8 senses in WordNet.
. bass! - (the low est part of the musical range)
. bass?, bass part! - (the lowest part in polyphonic music)
. bass’, basso! - (an adult male singer with the lowest voice)
. sea bass!, bass® - (the lean flesh of a saltwater fish of the family Serranidae)
. freshwater bass’, bass® - (any of various North American freshwater fish with
lean flesh (especially of the genus Micropterus))
. bass®, bass voice!, basso? - (the lowest adult male singing voice)
. bass’ - (the member with the lowest range of a family of musical instruments)
. bass® - (nontechnical name for any of numerous edible marine and
freshwater spiny-finned fishes)

The adjective “bass™ has 1 sense in WordNet.

1. bassl, deep® - (having or denoting a low vocal or instrumental range)
“a deep voice”; "a bass voice is lower than a baritone voice”;
"a bass clarinet”




Hypernym

Hyponym

Member Meronym

Has-Instance

Instance

Member Holonym
Part Meronym
Part Holonym

Antonym

“Wordnet Noun Relations

Superordinate

Subordinate

Has-Member

Member-of
Has-Part

Part-Of

From concept to Superordinate

From concept to subtypes

From groups to their members

From concept to instances of the concept

From instances to theirconcepts
From members to their groups
From wholes to parts

From parts to wholes

Opposition

breakfast! - meal?

meal® - lunch?

faculty? - professor?

composer?! - Bach!?

Austen?! - autor?!
copilor® - crew?!
table? - leg3

course’ - meal?

leader?! - follower?!




Hypernym

Troponym

Entails

Antonym

Wordhet Verb Relations

From event to superordinate events fly® - travel®

From a verb (event) to a specific manner elaboration of that verb walk? - strollt

From verb (event) to the verb (event) they entail snorel - sleep?

Opposition increase! - decrease?




“Wordnet Hierarchies

t male singer with the lowest woice)
, vocalist, wvocalizer, wocaliser

ician, instrumentalist, player
performer, performing artist

entertainer

== person, individual, someone...

=> organism, being
=> liwving thing, animate thing,
=> whole, unit

e 7

member with the lowest range of a family of
musical instruments)
=> misical instrument, instrument
=> device

=> instrumentality, instrumentation
=> artifact, artefact
==» whole, unit
: ct, physical cobject
rsical entity
entity




ense” Defined in Wordnet ?

Example

chump as a noun to mean ‘a person who is gullible and easy to take advantage of’

Chump?, fool?, gulll, mark® patsy?!, fall guy!, sucker?,
p g p

soft touch!, mug?




ense Disambiguation (WSD)

e Kara: (TR), siyah (Farsi): Black

e Ak: (TR), beyaz (Arabic): White
e Giris:  (TR), antre (FR): Entrance

How the SemEval Workshop works

Taged by human ::> Gold
Linguistics standard ! !

-+ Evaluation
::> results
_
|::> NLP Analysis |::> NLP Results

Corpus

Dictioneries




'Sense Disambiguation (WSD)

"I am taking aspirin for my cold"

"Let's go inside, | am cold"




Works on WSD

Line-hard-serve corpus : 4000 examples of each
Interest corpus : 2369 sense-tagged examples

— Semantic concordance: a corpus in which each open-class word is labeled with a sense
from a specific dictionary/thesaurus.

e SemCor: 234,000 words from Brown Corpus, manually tagged with WordNet senses

e SENSEVAL-3 competition corpora : 2081 tagged word tokens




Inventory of Sense Tags

S
Example : bass

WordNet Spanish Roget Target Word in Contex
Sense Translation Category

lubina fish/insect ...fish as pasific salmon and stript bass and ...

lubina fish/insect ...produce filets of smoked bass or stugeon...

bajo music ...exciting jazz bass player since ray brown...

bajo music ...play bass because he does not have to solo...



ollocational and Bag-of-Words

An electric guitar and bass player stand off to one side not really part of the scene, just as a
sort of nod to gringo expectations perhaps

Assume a window of +/- 2 from the target




Collocational




Bag-of-Words




/”—“

-occurrence Example
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